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On point transformations of evolution equations 

J G Kingston 
Department of Mathematics, University of Nottingham, Nottingham NG7 ZRD, UK 

Received 26 April 1991 

Abstract. Two evolution equations are considered of the form U, = H,(x,  I, U, uK, uvv, .  . .), 
i=1,2,whicharerelatedbythegeneralpointtransfarmationx*=P(x, I, U), t*=Q(x,  l ,u ) ,  
U* = R(x, I, U). It is shown that the time transformation must necessarily be of the form 
I' = Q( I )  and that if H, are polynomials i n  the spatial derivatives of U then x" = P(x,  I ) .  

Infinitesimal invariant point transformations of partial differential equations (PDES) of 
thP form 

!* = f + ET(.%, f, U )  +O(E2)  (1) 

U* = U f E u ( X ,  t, U ) + o (  E 2 )  

.-a-.:--:-> __^_  _I --..... L..L,-- .. . - - A  >--..-A"... :..L,.. .. ... :*L ..* .* ""2 ..*L"..^ rcrarrrrg ~nucpcrrucrrr vaiiauics A, I diiu u ~ p s r r u ~ r r r  Y P I I ~ . V I C  U w i u i  A , 8 , auu U u a v c i  

been successfully applied to many areas of physics. Once such a transformation has 
been found for a PDE or a system of PDES it implies the existence of a one-parameter 
( E )  Lie group of finite point transformations 

X * ( E ) = P ( X ,  f, U ;  E )  f * ( E ) = Q ( X , f , U ; E )  u * ( ~ ) = R ( x , ! , u ; ~ )  (2) 

with the property that x*(O) =x, t * ( O ) =  1, u*(O) = U. As E vane's (x*, t * ,  U*) traces out 
an orbif in W' which passes through (x, 1, U). 

More generally there may also exist finite transformations of the form (2) which 
do not form a group and, in the absence of the parameter E, the transformation (2) 
may not belong to any one-parameter group of transformations. 

For infinitesimal transformations of form (1) the relations between partial deriva- 

described by Olver [l]. In the particular case of an evolution equation of the form 
H ( x ,  f, U, U,, U,, U,, . . .) = O  Tu [2] obtained explicit expressions for the transformed 
partial derivatives. Tu also proved that for evolution equations of this form the time 
transformation takes the simple form 

I: -"- L- A-C--.4 -..-+-.--&:--*I.. ..-:-- _"-.._I :.._ -----A ..-" ... h:A. :- .,a-.. ,.l---l.. 
LIVCS cai uc uciiiicu oyoisuiarrcarry u~irig a I S C U I J I V C  piuccmu~s w i u c u  1) vviy cicanj 

!* = f + E Q ( t )  +o(E2) 

the interesting feature being that Q is independent of both x and U. This is a striking 
result and has been exploited for example by Doyle and Englefield [3] who used the 
result to simplify the analysis of infinitesimal transformations of generalized Burger's 
equations relevant to problems with sound waves in ducts and shock waves. 
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Here Tu’s result is generalized to general finite point transformations which relate 
two evolution equations not necessarily of the same form. In addition it is shown that 
the spatial part of the transformation must be independent of U for a wide class of 
evolution equations. In the case of infinitesimal transformations these results make it 
easier to develop similarity solutions. This is due to the simplified form of the charac- 
teristic (Lagrange) equations associated with the first order PDE of the invariant surface 
(see for example Ames [4, p 12.51). 

Consider the two evolution equations 

u , = H ~ ( x , f , u , u , , u , ,  ,... ) = 0  i = 1,2. (3 )  

Where Hi depends on the independent variables x and f and the dependent variable 
U = u(x, t) and its derivatives with respect to x up to order n (32 ) .  Suppose that the 
equations (3), with one of them ( i  = 1 )  expressed in terms of x*, f*, U* instead of x, 
f, U, are related by the point transformation 

x* = P ( x ,  f, U )  f * =  Q(x,  f, U )  U* = R ( x ,  f, U). (4) 

Assume that this is a non-degenerate transformation in that the Jacobian 

and also that 

(6) 
J ( x ,  I) 

In (6) P and Q are regarded as functions of x and f as opposed to ( 5 )  where P, Q 
and R are regarded as functions of independent variables x, f, U. 

J(p(? 4 u ( x .  t ) ) ,  Q(x,  1, u(x ,  f ) ) z o .  s =  

For a function 4 = + ( x ,  1, U), 

where 

a4 a+ 4 J4 J4 
Jx Ju J t  Ju +x =--tur- r -  

are the ‘total derivatives’ (see e.g. Olver [l]) of 6 with respect to x and f respectively. 
In particular, using 4 = P and then 4 = Q, 

(3 = (2  f3:3 
so that in general, for Q(x,  I, u ( x ,  f ) ) ,  

giving the partial derivatives %$/ax* and J & / J t * .  Thus the partial derivatives J u ’ / J x *  
and Ju*/Jt* may be determined immediately in terms of x, f, U, f , ,  U, from the relation 

1 -Pr dx* 
du* =- 8 (Rx  RT)(  -Qx Qr px )( df*). 
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For a function $ of x, 1, U and derivatives, possibly mixed, of U up to order n an 
expression similar to (10) can still be derived, that is 

where the total derivatives (8) must be extended to account for the derivatives of U 

which appear in +. That is, redefine the total derivatives o f $  with respect to x and t 
?" be 

where 

This definition reduces to the simpler form (8) when J, is a function of x, f and U only, 
soch BS when $J = P, Q or RI Tlle notation UTi wi!! refer to 

J'+/u* - 
ax*iJfw 

The procedure now is to write the first of equations (3) in terms of the starred 
variables, use the transformation ( 4 )  to express this equation in terms of x, f, U and 
the derivatives of U and then identify this with the equation U, = H 2 .  The latter step 
may be achieved for example by using U, = H2 to eliminate U, and then insisting that 
the remaining equation be an identity in the variables x, 1, U and the remaining 
derivatives of U. 

Theorem 1. For the point transformaion (4) relating the two evolution equations (3), 
t *=  Q( t ) .  

Lemma I. If uE0 is expressed in terms of x, 1, U and the x, &derivatives of U then 

r P  1. A- JQk -(-1)'- 
duo,, 6'+' 
Ju?o 

Proof is by induction on r: .- d u ? + , O - q *  -.To 1 
as.,+, as , ,+,  

using (12) with $= .To, 
&)( Q r )  

8 a s . ,  -Qx 
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using (13) and noting that for r Z  1 the term U,,+, only appears in the second term of 
the row vector, 

from the induction hypothesis. For the basis of the induction considerfirstly, from (1 l ) ,  

u f . = - ( R x  1 RT)(-Qd iPT)(:)= RxQT- RrQx 
s x x  PxQT- QxPT' 

Noting from (8) that 

(16) may be differentiated to give 

3uF.o- auT* = JQx - 
au,,, au, 8' 

which is (15) with r =  1, completing the induction and proof of lemma 1. 

Returning to the evolution equation 

UT.= H , ( X * ,  f * ,  U*, . . . , U:,,) 
firstly use the earlier results to express this equation in terms of x, t, where uLj  
represents all cases such that i, j 3 0, i + j  S n. To identify this with the second evolution 
equation ut = H 2 ( x ,  t, U,. . . , U,,,) use this latter equation to eliminate U, and insist that 
the former equation is now an  identity in the remaining variables x, 1, ui,j where i,j 3 0, 
i + j < n, exluding ( i ,  j) = (0,l). In particular since the order of derivatives cannot 
increase under the point transformation the term U,." can only arise from the term U:., 
in H,. Hence assuming that H, has explicit dependence on U:,, it must follow that 

I- - O. a d ,  
au,,. 

Lemma 1 now shows that Qx = Q x +  u,Q. must identically vanish for all x, f ,  U, 

With Q = Q ( f ) ,  
U,. Hence Q, = Q. = 0 and Q = Q(  1 )  as required. 

8 PxQT - P a x  = PXQ, f 0 (17) 

and 

J = Q,(P,R. - R,P.) # 0. (18) 

Equation (12) simplifies to 

1 Q - P  dx* 
d* =Fz (*Ix 'T)( 0' P:)( dt*) 

so that 
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In particular, 

denoting Rx by DR, 
2 

U:*,.= u & = ( i  D )  R n P 1 .  

Equation (22) must be an identity in the variables x, f, U, U,, . . . , u " , ~ .  

7'heorem 2. If the point transformation (4) relates the two evolution equations (3) in 
which H;, i = 1, 2, are polynomials in the derivatives of U, then x* = P(x ,  I). 

Note that HI and Hz do not need to be polynomials in U itself. 
The proof below is untidy in expression but simple in method which is, roughly 

speaking, to find the coefficient of the term in equation (22) which contains the highest 
powers of the highest-order deriatives. This coefficient is found to contain non-zero 
factors with the exception of P. which must therefore vanish. The following lemma 
will be needed. 

r p m m n  7 
I C .  ...., -_ ..r," .RY.'"'-Y ... .-.... " -, ., ,. ".... ...., -, .~...,........ "" -. I f  .,*~ ic aV--eeQ.d in tarmr nf Y t ( I  rnl l  the  v ? . l l e r i v ~ + k , ~ ~  nf 2 !hen 

JuTu r = l  G=I;;:P%Q,) r P 2 .  

The proof of this lemma is by induction on r. 
J 

&+I,o du,+,.o IdX'. ' J 

* au,+,.o- 

from the induction hypothesis. This leaves cases r = 1 and r = 2 to verify in (23), which 
is readily done using (20) and (21) and then (18). confirming lemma 2. 
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Suppose that the leading term in H,(x, I, U,. . . , u.J is 

/2(x, r, u)u:;bu2-l:o.. . up;o 
where /2(x, I, U )  # 0, n 2, a. 2 1 is the highest power of the highest-order derivative, 
an-, L 0 is the highest power of un-I,o in the coefficient of u s ,  and so on, with a, L 0. 
Similarly the leading term in H,(x* ,  I*, U*, . . . , ut,o) will be of the form 

fi(X*, I*, u*)u:,$uf";;,'. . ,  U?,$ (25) 

where fi(x*, r * ,  U*) f 0, p. L 1. 

of (24). (25) ,  lemma 2 and ( IS) ,  produces the two terms 
Retaining the leading term on both the LHS and the RHS of (22) and making use 

where 

a = ( n  + 1)p. + np.-, t . .+3P2+pI  
b=p.+p,_,+.. .+p2.  

Note that a 2 3. 
Muitipiying by P$ and again retaining oniy the ieading terms gives 

The right-hand side term is non-zero and must be matched b y  the left-hand side 
term unless that term vanishes (which can only happen when P, = 0). The next or 
subsequent term would then have to match the right-hand side term. For the existing 
terms in (26) to match it is necessary for pi = ai, i = 2 , .  . . , n and for a - 1 + a, - p, = 0. 
Inspection of a above and remembering that all ai, pi are non-negative and that a P 3 
shows that the latter condition is impossible to achieve. Hence P. = 0. 
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